Table 1. Summary statistics of the sampled trees.

	
	Mean
	Standard

deviation
	Min

Min
	Max

Max

	Age (years)
	88.42
	22.00
	49.00
	123.00

	Height (m)
	26.10
	3.76
	19.20
	32.00


Table 2. Comparison criteria for tested regression models.

	No
	Criterion
	Formula
	Optimum value

	1
	Absolute mean error
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	Standard error of the estimate
	
[image: image2.wmf](

)

2

1

ˆ

n

ii

i

hh

np

=

-

-

å


	min

	3
	Coefficient of determination R2
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	4
	Root of the mean squared error
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	5
	Sum of squared errors
	
[image: image5.wmf](

)

2

1

ˆ

n

ii

i

hh

=

-

å


	0

	6
	Sum of relative squared errors
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	7
	Relative mean squared error %
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	8
	Average deviation
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	9
	Variance ratio
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where:

h: measured height from stem analyses (m)
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h

: estimated height (m)
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: average height from stem analyses
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h

: average estimated height

p: number of regression coefficients

n: number of observations from stem analyses (2741 age-height pairs).

Table 3. Significance test (t-test) for regression coefficients of tested regression models. 

	
	Coefficient
	Value
	Standard

error
	t
	p-value

	Model
	
	
	
	
	

	[1] Linear
	b1
	0.319
	0.002
	192.547
	0.000

	[2] Logarithmic
	b1
	4.847
	0.025
	190.680
	0.000

	[3] Inverse
	b1
	20.522
	2.565
	8.000
	0.000

	[4] Quadratic
	b1
	0.531
	0.003
	154.661
	0.000

	[5] 
	b2
	-0.003
	0.000
	-64.823
	0.000

	[6] Cubic
	b1
	0.500
	0.008
	62.064
	0.000

	[7] 
	b2
	-0.002
	0.000
	-8.066
	0.000

	[8] 
	b3
	-6.252E-006
	0.000
	-4.172
	0.000

	[9] Compound
	b1
	1.046
	0.000
	3060.672
	0.000

	[10] Power
	b1
	0.729
	0.002
	437.581
	0.000

	[11] S-curve
	b1
	3.124
	0.374
	8.345
	0.000

	[12] Growth
	b1
	0.045
	0.000
	138.120
	0.000

	[13] Logistic
	b1
	0.939
	0.000
	2638.252
	0.000


Table 4. Values for comparison criteria for tested regression models. 

	Criterion
	1
	2
	3
	4
	5
	6
	7
	8
	9

	Optimum
	0
	min
	1
	min
	0
	0
	0
	0
	1

	Model
	
	
	
	
	
	
	
	
	

	[1] Linear
	3.775
	4.844
	0.768
	4.843
	64,285.247
	221.530
	8.082
	25.000
	1.608

	[2] Logarithmic
	3.147
	3.720
	0.638
	3.674
	539.788
	49.039
	122.598
	23.537
	0.469

	[3] Inverse
	10.741
	12.503
	<0
	12.346
	6,096.711
	2041.727
	5,104.317
	489.293
	0.329

	[4] Quadratic
	1.632
	2.090
	0.889
	2.038
	166.058
	0.972
	2.430
	17.433
	0.629

	[5] Cubic
	1.835
	2.309
	0.868
	2.220
	197.205
	1.073
	2.683
	20.069
	0.622

	[6] Compound
	8.109
	9.581
	<0
	9.338
	3,488.183
	21.313
	53.283
	281.691
	0.057

	[7] Power
	2.490
	3.242
	0.732
	3.160
	399.464
	5.185
	12.962
	28.635
	0.410

	[8] S-curve
	10.447
	12.240
	<0
	12.086
	5,842.524
	2329.503
	5,823.757
	546.466
	0.309

	[9] Growth
	8.109
	9.457
	<0
	9.338
	3,488.183
	21.313
	53.283
	281.691
	0.057

	[10] Logistic
	7.102
	8.272
	<0
	8.062
	2,599.977
	17.351
	43.379
	182.771
	0.148
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