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ABSTRACT  An exploratory study concerning the variation over time of multidimensional time series allows to check to what extent 
factors and dendrograms, issued by ordination and classification methods, keep stable over time or change – even dramatically. In 
this paper, using five chronologies of Pinus pinea L. growth rings from literature, principal component analysis and hierarchical factor 
classification are applied on a ten years window, moving along time-series. These may be resumed through graphics showing the 
variation of the eigenvalues issued by the principal component analyses and of the correlations between time-series and principal 
components, through their corresponding time series, as well as through an animation and a compact representation of the time 
series of dendrograms. The results show that the studied period could be partitioned in seven intervals different in both correlations 
and groups structure, some of them highly stable: this suggests a second study, where two time intervals, identified as more homo-
geneous, showed really different structures.
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Introduction
The aim of this paper is to propose a method able 

to deepen the study of a multidimensional time series, 
taking into account the time itself, overcoming the lim-
itations of static methods, such as Principal Component 
Analysis (PCA, Jolliffe 2002) and Hierarchical Factor 
Classification (HFC, Denimal 2001 and 2007) applied to 
the whole data table. In fact, both methods are based on 
the correlations between variables measured statically, 
because the units are supposed observed independently 
to each other at the same time during the data collection. 
On the opposite, while dealing with time series, observa-
tions are not simultaneous but taken at pre-definite time 
intervals, so that the computed correlation is a kind of 
average measure of total association that may vary over 
time, specifically when the observed variables depend on 
non-constant exogenous factors. Should this be the case, 
there is no reason why mutual relations - correlation in 
particular - could remain the same in different time inter-
vals, hence the need to study their variation over time too. 
Indeed, both methods may be run on a mobile window 
(Fig. 1) – that is a small sub-table involving the same time 
series but limited to a fixed small number of consecutive 
dates only - shifted one date at a time, throughout the 
whole studied period.  

Running on a mobile window, the quoted methods 
produce a time series of results, whose study may inform 
on the variation over time of the relations revealed be-
tween the time series at local level, something impossible 
to be detected by an overall static study, where time has 
no role and the local variation remains undetected.

A joint static use of both methods was proposed and 
discussed by Camiz et al. (2020) in view of a better under-

standing of the structure of five synchronic Pinus pinea L. 
chronologies, built and studied by Piraino et al. (2013). 

1 - CNR – ISPC – Italy

2 - University of Rome, La Sapienza - Italy

*Corresponding author: sergio@camiz.it

Research paper

Figure 1 - The principle of mobile window: given a data set with 
dates by rows and synchronous time series by column, a time 
interval, subset of a given number of adjacent dates, is chosen 
– the window – and it is shifted one date at a time through the 
entire table.
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While these authors were assessing the response to cli-
matic variability of the radial growth of P. pinea in Cen-
tral Italy, the first quoted paper focused on the utility of 
these exploratory methods, to ascertain homogeneity in 
the chronologies i.e., the opportunity to extract a chronol-
ogy common to all. This way, to what extent such results 
could be considered stable over time remained unknown, 
hence the need of a dynamic study that may enlighten 
about the relations changes, probably issued by the local 
variation over time of exogenous factors influencing the 
trees growth. For this reason, in this paper we study how 
both PCA and HFC may be used dynamically, i.e., provid-
ing time-dependent results.

This is what has been proposed for PCA in both den-
drochronological (Camiz et al. 2010, Camiz and Roig 
2011) and economic studies (Camiz and Diblasi 2013) 
under the name of Evolutionary Principal Component 
Analysis (EPCA). Note that the terms “evolution” and 
“evolutionary” introduced there only refer to study of the 
change over time of time series, without any reference 
with their use in natural sciences: we shall use them in 
the following with this meaning. In this paper, we parallel 
EPCA with the Evolutionary HFC (EHFC), both applied 
to mobile windows along the said P. pinea chronologies. 
A mayor synthesis of the – usually most cumbersome 
– results is proposed, yet able to suggest interpretations 
and directions of further deepening of the investigation. 
In particular, a method for partitioning the time series 
in more homogeneous time intervals is also proposed, 
where the same static methods may provide different, 
while more homogeneous, results.

The chronologies
This work logically continues the study carried out 

from Camiz et al. (2020), thus, we deal with the same 
79-years long multidimensional time series, composed by 
five synchronous chronologies of tree-ring widths of P. pin-
ea, ranging from 1925 to 2003. They were built by Piraino 
(Piraino et al. 2013) selecting sites along the Tyrrhenian 
coast of the Italian peninsula: San Rossore, Cecina, and 
Duna Feniglia in Tuscany, and Castelporziano and Circeo 
in Latium. These sites are aligned NW−SE and are located 
close to the coastline of the Tyrrhenian Sea, between 43° 43’ 
and 41° 18’ North, their farthest distance being 350km ap-
proximately. All stands have been planted on sandy dunes: 
the populations of San Rossore, Cecina, and Circeo origi-
nate from plantations carried out during the first half of the 
20th century, while that of Duna Feniglia is some decades 
older and at Castelporziano the pine stands date back to 
18-19th century (see Piraino et al. 2013, Camiz et al. 2020, 
for further details). These forests grow under Mediterra-
nean climatic conditions, locally characterized by summer 
drought, ranging from one to three months.

In Figure 2, the patterns of the five chronologies along 
their 79-years long time-span are represented, their vertical 
order corresponding to their geographical NW-SE align-
ment. Note that, to keep all chronologies comparable, they 

have been standardized, and so will be the issued results. 
Thus, all have zero mean, unit variance, and no physical 
unit of measure. Indeed, no loss of information occurs 
since a simple transformation may restore the original val-
ues.

In Camiz et al. (2020) three distinct groups of chro-
nologies were identified: 1) Cecina, 2) Duna Feniglia, and 
3) a group encompassing the populations of San Rossore, 
Castelporziano, and Circeo. Such partition had been re-
vealed mainly by HFC results, where too high differences 
between the highest nodes prevented further aggrega-
tions. The distinction between the first two nodes from 
the third group could be interpreted on the basis of their 
slightly different environmental scenarios, considering 
that both stands of Cecina and Duna Feniglia were es-
tablished on highly dynamic sites of littoral sand dunes, 
while the other stands were planted on inland flattened 
fossil dunes. In addition, the stand of Duna Feniglia grows 
on a narrow sandy strip of dunes separating the sea from 
a lagoon: thus, it is affected on both sides by salt water and 
dominating high winds, both apparently inducing higher 
environmental stress on the trees.

Theoretical background
For the rationale of both PCA (Jolliffe 2002) and HFC 

(Denimal 2001 and 2007) we refer to both literature and 
Camiz et al. (2020): here we only remind their essentials 
of specific interest for the evolutionary studies.

While PCA partitions the total data information into 
uncorrelated components of decreasing relevance, HFC 
builds a hierarchy of partitions of the characters. More-
over, for each created group, HFC builds a representative 
character, that plays a role analogous to the first principal 
component of PCA, i.e., it gathers most of the information 
common to all groups’ characters. This is quite interesting 
when dealing with dendrochronologies: just as PCA fac-
tors, that – when positively correlated with the original 
series – may be taken as estimates of common principal 
component chronologies sensu Peters et al. (1981), the 
HFC representative characters of the groups – in the same 
conditions – may be representative chronologies of the 
time series gathered in each group.

Figure 2 - The five standardized tree-ring widths chronologies of P. 
pinea of Central Italy in this study. The top-down order mirrors the 
geographical NW-SE alignment of the sites.
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Inertia
In exploratory data analysis, the inertia (Lebart et al. 2006, 
Aluja-Banet et al. 2018, Camiz 2021) is a key concept to 
measure the information contained in the data, since par-
titioning a table’s inertia is a task common to multidimen-
sional exploratory techniques. Dealing with a quantitative 
character, its variance informs about the departure of the 
observed values from their mean: when observations are 
represented as points along a line according to their value, 
the variance is a measure of information about the points 
scattering, hence the character variability. This may be 
generalized to a quantitative data table: when observations 
form a cloud in a multidimensional space, whose dimen-
sions correspond to the considered characters, their scat-
tering may be measured with respect to their centroid – a 
point whose coordinates correspond to the averages of all 
observed characters. Thus, their dispersion may be meas-
ured by their inertia, the weighed sum of squared distances 
of the points to the cloud’s centroid. Inertia is the key meas-
ure of information in exploratory data analysis, since most 
results are provided associated to its amount, they explain. 
For its computation, given a quantitative data table X, with 
n observations by rows and p characters by columns, each 
observation is provided by a weight wi,i=1,...,n such that,	
                       	 indicating its relative importance. When 
observations are weighted, mean and variance of any char-
acter j=1,...,p are given by                                     
and,                                         respectively, and the cloud’s cen-
troid is the point whose coordinates are the means
                                     . Therefore, the cloud’s inertia is given 
by the sum of the characters’ variances:

Now, the considered analyses partition the total inertia 
according to either uncorrelated components – as in PCA 
– or separate groups – as in HFC; therefore, the share of 
inertia attributed to each of these items is a measure of the 
amount of information that they are attributed, hence, of 
their relevance. To avoid that characters’ different means 
and variances could bias the results, in the following they 
will be standardized, i.e., transformed to have zero mean 
and unit variance: thus, our table’s inertia will be worth p, 
the number of characters.  

Mobile window
The idea of evolutionary analysis is quite simple: de-

fine a mobile window of a given number m of dates and 
re-define it iteratively, each window resulting from the 
previous one by withdrawing the first date and adding 
that immediately following the m-th. This way, if n is the 
number of the considered dates, n−m+1 tables may be 
built, each differing from the two adjacent ones by one 
date only. Submitted to the same analyses, each window 
may give slightly different results, this way describing the 
change over time of the data structure.

In particular, it must be observed that the difference 
in structure between two adjacent windows would de-
pend on the exchange between two dates only: the first, 
dropped, and the last, included. Therefore, the choice of 
the mobile windows length m should be defined consid-
ering the following points: i) the length of the time series 
of results is reduced to n−m+1 dates, usually labelled by 
that in the middle of the window; ii) the average contri-
bution of each date to any analysis would be worth 1/m; 
in particular, this would be the effect of the substitution 
of one unit with another, hence the difference between 
two adjacent windows, the other observations keeping the 
same; iii) if the window is short – i.e., m is small – the 
resulting variation has a heavy weight and it depends on 
two relatively close units, thus their interpretation may be 
easy, but local noise may be overweighted; iv) if the win-
dow is long – i.e., m is large – the difference could be much 
higher, albeit its weight would be much lower; in this case, 
since the units would be far away, the meaning of their 
differences may be more difficult to understand, whereas 
local noise may become irrelevant; v) the number of dates 
should be much larger than p, the number of characters, 
to ensure a sufficient inertia to be taken into account; and 
vi) as the time series may have an intrinsic periodicity 
(daily, weekly, moon phase, yearly), it would be wise to 
choose a multiple of such period (24 hours, 7 days, etc.), 
if any, so that all periodic variations would be taken into 
account at least once in each window.

To reduce the influence of such replacement and to in-
volve all observations in the windows variation, we decid-
ed to give each observation a different weight, according 
to its position within the window. This way, not only the 
substitution of the two extreme points would contribute to 
the structure differences, but also the variation of position 
of the observations within the window. Moreover, giving 
higher values to the central windows’ dates and lower to 
their extremes would smooth sufficiently well the differ-
ences over time. Indeed, any date will be little weighed 
while entering the mobile window, its weight progressive-
ly rising until the window central date, then lowering until 
exit. As a result, the central variation within the window 
will be given more importance.

Some experiments carried out by Camiz and Dibla-
si (2013) showed a progressive smoothing of the results 
while raising weights differences. In this work, not having 
an intrinsic periodicity as reference, we chose a window 
length of m = 10 years, twice the number of the time se-
ries. A kind of Gaussian distribution was chosen for the 
weights: we started from the set of numbers 1, 2, . . . , m, 
whose mean equals                          and the standard deviation 
                                                     Then, given a parameter k, for i = 1, . . . , m, the values 
                            were computed according to the Gaussian 
function, and re-scaled to get the weights ,              all pos-
itive and summing up to 1. After some experimentation, 
k = 3 resulted good for an acceptable smoothing. As said, 
weights were kept constant along the n−m+1 = 70 win-
dows.
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Principal Component Analysis
In an exploratory framework, it is not strictly necessary 

to get a stopping rule to identify the significant dimensions, 
because each method’s results may be inspected to the end 
to discover the deepest details: nevertheless, based on Cam-
iz et al. (2020) results, we took into account the first three 
dimensions issued by the PCAs, as all corresponding eigen-
vectors were larger than 0.7, the lower eigenvalue threshold 
for relevant dimensions recommended by Jolliffe (2002). 
Indeed, it could be expected that in a smaller window the 
relevant information could be largely covered by a smaller 
number of factors, but we kept this same level to compare 
the tentative dimension of the windows with respect to the 
overall analysis.

Hierarchical Factor Classification
Unlike PCA, where only the first principal component 

may be seen as a chronology when all time-series correla-
tions have the same sign, in the case of HFC, when con-
cordance of all correlations signs occur, the first represent-
ative series of any group may be seen as its representative 
chronology. In any case, their interpretation may only be 
based on the chronologies forming the group. On the other 
side, the representative chronologies of different groups are 
not necessarily orthogonal, so that their correlation may be 
an indication of their affinity. It is worthy to observe that 
they are better situated and interpretable than rotated and 
oblique principal components, sometimes preferred to clas-
sical PCA in dendrochronological studies (Frank and Esper 
2005, Büntgen et al. 2007, Leland et al. 2013) even for clas-
sification purposes.

As for the number of groups to take into account, the 
hierarchy index, measuring differences between the gath-
ered series, is a good indicator of the uni-dimensionality of 
a formed group. Indeed, we decided to merge nodes as far 
as the index keeps lower than 0.7, as Jolliffe (2002) suggests 
for PCA, to prevent gathering with other poorly correlated 
series.

Evolutionary analyses
The results issued by the evolutionary analyses cor-

respond to those of the static ones, but multiplied by the 
number of windows: therefore, a synthesis is necessary to 
get possible their interpretation and we considered to or-
ganize them in form of time series, to be understood once 
graphically represented together with some summary sta-
tistics.

Evolutionary PCA (EPCA) results have been first sum-
marized by the time series of the first three eigenvalues of 
each window: such graphical representation, including the 
sums of the eigenvalues too, provides a synthetic infor-
mation about the variations of the considered dimensions 
relative importance. In particular, the pattern of the first 
eigenvalues shows to what extent the first principal com-
ponent may be representative of the whole time series in 
the windows over time, or the importance of the following 
ones in evidencing other relevant components. Then, for 
each relevant principal component, the time series of the 

correlations of every time series with them was assembled: 
these graphics show whether these correlations keep con-
stant over time or not, for their variation would induce a 
different interpretation of the principal components in dif-
ferent periods.

Note that, since the principal components are issued by 
the analysis up to the sign, the variation in sign of the cor-
relations may be due to the PCA algorithm only. Therefore, 
to keep a coherence between correlations in two adjacent 
windows, the sign of all correlations with a component in 
the following one was chosen to minimise the sum of the 
squared differences between the corresponding ones in the 
first window. Nevertheless, such optimization may not al-
ways provide the expected optima results.

For evolutionary HFC (EHFC), the time series of the in-
ertias associated with the chosen nodes and those of their 
representative characters should be considered together 
with their correlations with the gathered characters. More-
over, the variation of dendrograms’ topology must be taken 
into account: this is not easy, since their comparison may be 
done either through an animation where the dendrograms 
are represented over time, or writing them in Newick for-
mat (Felsenstein 2021, Wikipedia contributors 2021), that 
is, as a string in which each pair of gathering nodes is en-
closed within parentheses. Indeed, to ease the comparison 
between strings, the leaves must be rearranged by hand 
to maximally show their similarity. Here, as measures of 
similarity/dissimilarity between dendrograms, among the 
many available, two Robinson-Foulds distances (Robinson 
and Foulds 1979 and 1981) seemed the most suitable for 
the purpose: they differ in that the latter limits attention 
to the dendrograms topology – i.e. how the branches are 
connected to each other – whereas the former takes into ac-
count the length of the branches too. The weighted distance 
between two dendrograms is computed by identifying the 
sub-trees common to both and consequently summing the 
differences of lengths of the common branches and adding 
the lengths of the branches of the remaining non-common 
parts of both trees. The unweighted distance is computed by 
considering all branches having the same 1-length.

Findings periods
Based on the results issued by the evolutionary study, 

it may appear reasonable to divide the multidimensional 
time series at hand into time-slots, whose data structure 
may appear sufficiently homogeneous. For such task, the 
time series first eigenvalues issued by either EPCA or EHFC 
seemed the best choice. To cut it, the Fisher (1958) algo-
rithm was applied, that identifies cut-points of the series by 
minimising the inertia within the resulting intervals. Such 
algorithm was run iteratively raising the number of sought 
intervals, providing progressively decreasing pooled iner-
tia. To select the best partition, the Caliński and Harabász 
(1974) F-statistics  – with n the series length and k the num-
ber of intervals – based on the ratio of mean between (BSS) 
and within (WSS) intervals inertia was adopted, searching 
for local maxima between 2 and 10 intervals.
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Results
In Figure 3 the main results of the static analyses ap-

plied to the whole data table of P. pinea chronologies 
(Camiz et al. 2020) are reminded: the dendrogram on the 
left is issued by HFC and the circle of correlations on the 
plane spanned by the first two factorial axes on the right 
comes from PCA.

The dendrogram topology in Newick format is 
((1,4),5),(2,3)) and, according to the pattern of fusion lev-
els, a partition in three groups was proposed, with both 
Cecina and Duna Feniglia standing alone, and the three 
remaining sites – San Rossore, Castelporziano, and Circeo 
– sharing a common chronology. In the circle of correla-
tion they are close to the first horizontal axis, while the 
two others are more oriented towards the second, albeit 
opposed along the third (non-represented) one.

Evolutionary principal component analysis
The evolution of the correlation structure of the five 

chronologies over time was found by running EPCA 
throughout a ten years mobile window, using symmetric 
weights obtained considering values up to 3 standard de-
viations of a standardized normal distribution. Given the 
length of the window, the time series of the results spans 
from 1930 to 1999, 70 years.

In Table 1 are reported the main statistics concerning 
the first three eigenvalues of the 70 PCAs performed on 
the mobile window and of their sums. It is noticeable the 
higher means of the first two eigenvalues with respect to 

those issued by the static PCA: indeed, this may result 
from a higher coherence in a short time interval than in 
the whole period. The first eigenvalue ranges between 1.85 
and 3.73 with mean 2.57: therefore, it keeps summariz-
ing at least 37% of the windows inertia, with a maximum 
of 75%, and averaging over 50%. Compared to it, the fol-
lowing eigenvalues variability is much larger, as shown by 
their range and coefficients of variation: the second one 
may lose its interest in some period, given its minimum 
under 0.7, and the same occurs for the third.

On the opposite, the sums of the first two and three 
eigenvalues are much more regular, the third in particu-
lar, with a very low coefficient of variation and a reduced 
range. Thus, most of the dishomogeneity of some periods, 
indicated by low inertias along the first factor, is absorbed 
by the following ones, given that the inertia cumulated by 
the three factors is always over 83%. The second eigen-
value ranges between 0.55 and 2.0, averaging 1.31: con-
sidering that only in 1940-41 it worths less than 0.7, the 
threshold considered for a dimension relevance, it keeps 
nearly always meaningful; as for the third, it is negligible 
to and fro, indicating that in most years three dimensions 
might be meaningful.

The Fisher (1958) algorithm was applied to the time 
series of the first eigenvalues, searching the optimum par-
tition between those into 1 up to 12 groups. A maximum 
of Caliński and Harabász (1974) statistics resulted for 7 
groups: 1) 1930-38, 2) 1939-43, 3) 1944-46, 4) 1947-64, 5) 
1965-1981, 6) 1982-87, and 7) 1988-99.

In Figure 4 the evolution of the first three eigenvalues 
is shown over time, together with the evolution of the sum 

Figure 3 - Static analyses of the 5 chronologies of P. pinea. Left: 
the dendrogram issued by the hierarchical factor classification. 
Right: the chronologies (in blue) and the representative variables 
of the first two nodes and of the group of three (in red) on the 
circle of correlations on the first factorial plane of principal compo-
nent analysis.

Figure 4 - The time series of the first three eigenvalues issued by 
the EPCA of the five chronologies of P. pinea (1 = blue, 2 = red, 3 
= green) and of the sums of the first two (black) and three (grey) 
eigenvalues, respectively. The eigenvalues are issued from the 
PCAs performed on a 10-years mobile window. Horizontal dotted 
lines: series average, vertical: cut-points.
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Table 1 - EPCA of the five chronologies of P. pinea. Statistics of the first three eigenvalues of the PCAs performed on a 10-years mobile 
window. The first row reports the eigenvalues of the static PCA performed on the whole period.

Eigen 1 Eigen 2 Eigen 3 Eig 1+2 Eig 1+2+3
Static eigenvalue 2.191 1.103 0.839 3.294 4.123
Minimum 1.849 0.549 0.315 3.143 4.169
Maximum 3.734 2.007 1.051 4.525 4.938
Mean 2.566 1.314 0.697 3.881 4.578
Standard deviation 0.459 0.349 0.168 0.307 0.180
Coefficient of variation 0.179 0.265 0.241 0.079 0.039
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of the first two and three. There, the horizontal lines cor-
respond to each series average and the vertical dotted ones 
represent the 6 chosen cut-points. Note that the mean of 
the third eigenvector is nearly 0.7, thus this (dashed) line 
may be adopted as a threshold for all dimensions rele-
vance.

Looking at the pattern of the first eigenvalue in Fig-
ure 4 (in blue), it results that in the periods 2), 3), and 6) 
this is always larger than its mean (2.57), whereas in 1) 
and 4) it is always smaller and in the remaining 5) and 7) 
it is basically around the mean. Thus, in the first group 
of periods, a stronger agreement between series would 
be expected, much lower in the others. In particular, the 
periods 2) and 6) may be taken as nearly uni-dimension-
al, given that both eigenvalues 2 and 3 are close to 0.7. 
Looking at the pattern of the second eigenvalue (in red) 
it is evident a behaviour opposite to that of the first one, 
confirmed by their strong negative correlation (-.744): in-
deed in the periods with lower homogeneity, the second 
eigenvalue is stronger, maybe strengthening its meaning. 
Unlike periods 2) and 6), in the third one, albeit the first 
eigenvalue is above the mean, the second one is above 1: 
this may be interpreted as a period of higher coherence 
but with a stronger second dimension with respect to the 
others. A similar effect occurs for the third eigenvalue (in 
green), and indeed the sums of the first two (in black) or 
three (in grey) show a much more smoothed pattern, in-
dicating a stability of the three-dimensional solution over 
time. Therefore, summarizing, it results that the periods 2) 
and 6) are highly homogeneous, hence uni-dimensional, 
the 4) and 5) three-dimensional, given the higher third 
eigenvalues, and the remaining two-dimensional.

For a better understanding of the structure of corre-
lation in the various periods, the exam of the correlations 
with the principal components over time is necessary: in 
Table 2 minimum, maximum, mean and standard devi-
ation of the correlations of the time series with the first 
two principal components over time are reported with the 
correlations based on the whole time interval.

Concerning the first, the mean correlations are lower 
than the static ones for the three most correlated sites, 
whereas they are higher for Cecina and Duna Feniglia; the 
maxima are very high for all, and all minima are negative, 
with extreme values for Duna Feniglia and Circeo. As for 
the second component, the high standard deviation and 
the very large range in all series is a sign of high confusion 
and consequently difficult interpretation. Even worst 
seems the third component, which will be not commented 
here.

The inspection of Figure 5 helps to better understand 
what happens: there the time series of the correlations of 
the five chronologies with the first principal component 
in all windows are shown, together with the found cut-
points. It is easy to observe the different behaviour of the 
series in the seven periods. With respect to the highest 
positive correlations, it results that Duna Feniglia is neg-
atively correlated in most part of periods 1), 2), and 4), 
whereas Circeo is negatively correlated in the second half 
of 4) only. Moreover, occasional negative correlations oc-
cur for Castelporziano in 4) and of San Rossore and Cecina 
in 5) and 7), although lower correlations may be found 

Figure 5 - The time series of the correlations of the five chrono-
logies of P. pinea with the first principal components issued by 
their EPCA. The principal components are issued by the PCAs 
performed on a 10-years mobile window.

−1
.0

−0
.5

0.
0

0.
5

1.
0

Pinus pinea L. − Evolutionary PCA

Correlations over time with dimension 1
Year

19
30

19
32

19
34

19
36

19
38

19
40

19
42

19
44

19
46

19
48

19
50

19
52

19
54

19
56

19
58

19
60

19
62

19
64

19
66

19
68

19
70

19
72

19
74

19
76

19
78

19
80

19
82

19
84

19
86

19
88

19
90

19
92

19
94

19
96

19
98

San.Rossore
Cecina
Duna.Feniglia
Castelporziano
Circeo

Table 2 - EPCA of the five chronologies of P. pinea. Statistics of the correlations of the five chronologies with the first two principal com-
ponents issued by the PCAs performed on a 10-years mobile window. The rows Static report the correlations computed on the whole 
period for comparison.

San Rossore Cecina Duna Feniglia Castelporziano Circeo
1st principal component
Static correlation 0.873 0.436 0.109 0.850 0.710
Minimum -0.190 -0.388 -0.893 -0.300 -0.909
Maximum 0.954 0.946 0.935 0.972 0.987
Mean 0.605 0.574 0.358 0.716 0.583
Standard deviation 0.294 0.333 0.603 0.281 0.499
2nd principal component
Static correlation -0.137 0.581 0.838 -0.123 -0.169
Minimum -0.940 -0.899 -0.964 -0.823 -0.929
Maximum 0.985 0.865 0.921 0.976 0.802
Mean -0.003 0.057 0.094 0.047 -0.225
Standard deviation 0.601 0.533 0.478 0.442 0.425
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around the negative pitches. From the graphics it is evi-
dent that a high homogeneity may be found only in the 
periods 3) and 6) – which may be deemed to be uni-di-
mensional – whereas in 2) Duna Feniglia sets definitely 
apart. Following the time flow, some negative correlations 
are noteworthy: 1935- 43 and 1952-62: Duna Feniglia, 
1956-63: Circeo, 1956-58: Castelporziano, 1970- 73: San 
Rossore, 1977-80: Cecina, 1988-89: San Rossore, 1990-93 
and 1998-99 Cecina. Therefore, it is possible to argue that 
San Rossore is strongly correlated with the first principal 
components, but shows anomalies in the period 1952-63 
and two more relevant in 1970-73 and 1988-89; Cecina 
keeps medium-high correlations until 1976 and then it 
highly fluctuates; Duna Feniglia shows a pattern opposite 
to the others until 1970; Castelporziano shows a fluctua-
tion during 1956-63; and Circeo is unstable between 1948 
and 1970 with a large fluctuation in 1955-64. Summariz-
ing, after a coherence of the chronologies, with only Duna 
Feniglia in clear opposition, during three periods, the 
fourth one is characterized by a heavy instability, followed 
by a relative stability, with asynchronous fluctuations of 
San Rossore and Cecina.

It is worth to observe that, between 1930 and 1955, to 
the first axis all series were positively correlated, but Duna 
Feniglia: therefore, the first component meaning may be 
taken as constant in that period. On the opposite, between 
1970 and 1994, Circeo, Duna Feniglia, and Castelporziano 
showed regular high correlations: thus, the first compo-
nent meaning would be different from the first one. Note 
also the irregularity between 1956 and 1973, where only 
Cecina resulted constantly positively correlated, and the 
final years where San Rossore took the place of Castelpor-
ziano in describing the first component.

In Figure 6 the pattern of the time-series representing 
the evolution of the correlations of the chronologies with the 
second principal component of the EPCA is reported: the re-
sulting pattern is really complicated, all series keeping fluctu-
ating correlations with alternate signs. Therefore, a consistent 
interpretation may be limited to say that a second dimension 
is nearly always present, but that its meaning varies contin-
uously. As for the third dimension (not shown) the compli-
cated pattern here too prevents any possible interpretation.

Evolutionary hierarchical factor classification
From EHFC – run with the same choices of EPCA – 

more important information about the dendrograms’ 
variation results, but more difficult to synthesize, unless 
sequentially arranged in an animation, which is visible as 
supplementary file (https://journals-crea.4science.it/in-
dex.php/asr/article/view/2455/47) .

In Table 3 are reported some statistics concerning the 
pairs of eigenvalues associated with the HFCs nodes, com-
pared to those issued by the static HFC during all period. 
It must be reminded that, over time, they refer to differ-
ent nodes structures, depending on the local clustering 
process. Therefore, apart *9*, the other figures should be 
considered with care. The mean of evolutionary *9A* is 
higher than the static value, a sign of higher homogeneity 
in the various dates than in the whole period. The maxima 
of the second eigenvalues, all above 0.7 but *6B*, reflect 
the multidimensionality of the corresponding nodes, at 
least in some periods. On the opposite, given the very low 
maximum of *6B*, the node *6* always reflects a common 
chronology, but corresponding to different groups of sites, 

Figure 6 - The time series of the correlations of the five chronolo-
gies of P. pinea with the second principal components issued by 
their EPCA. The principal components are issued by the PCAs 
performed on a 10-years mobile window.
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Table 3 - EHFC of the five chronologies of P. pinea. Statistics of 
the inertias of the representative chronologies of the four nodes of 
the hierarchies, performed on a 10-years mobile window. The first 
row reports the corresponding inertias of the static HFC perfor-
med on the whole period.

*9A*  *9B*  *8A*  *8B*
Static eigenvalue 2.157 1.090 1.169 0.831
Minimum 1.602 0.538 1.171 0.426
Maximum 3.733 1.796 3.293 0.968
Mean 2.503 1.166 2.125 0.708
Standard deviation 0.500 0.320 0.541 0.146
Coefficient of variation 0.200 0.275 0.255 0.207

 *7A*  *7B*   *6A*  *6B*
Static eigenvalue 2.079 0.602 1.681 0.319
Minimum 1.258 0.082 1.576 0.044
Maximum 2.844 0.829 1.956 0.424
Mean 1.901 0.406 1.783 0.217
Standard deviation 0.462 0.151 0.102 0.102
Coefficient of variation 0.243 0.371 0.057 0.471

Figure 7 - The time series of the first and second eigenvalues of 
the three upper nodes of the EHFC of the five chronologies of 
P. pinea performed on a 10-years mobile window. The vertical 
dashed lines in grey represent the seven cut-points of the first 
eigenvalues of the EPCA; the horizontal dotted grey line corre-
sponds to 0.7, the threshold to decide the smallest partition.
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depending on the dates. This may be appreciated by ob-
serving the animation.

In Figure 7, the pattern of the pairs of eigenvalues of 
each hierarchy over time is represented; the horizontal 
dashed line corresponds to 0.7, the value we adopted as 
threshold to decide the partitions; in addition, the same 
cut-points found from EPCA are reported as vertical 
dashed lines. Here, the three upper (dotted) lines rep-
resent the first eigenvalues *9A*, *8A*, and *7A* of the 
first three nodes of the hierarchies, while the three (con-
tinuous) lower (*9B*, *8B*, and *7B*) correspond to the 
second ones. Opposite patterns may be observed between 
each pair of eigenvalues of the same nodes, reflecting the 
higher or lower concentration of inertia on the first di-
mension over time: the higher this is, the lower is the dif-
ference between the chronologies in the node.

Note also the similarity between the pattern of the 
*9A* with that of the first eigenvalues of EPCA (as well as 
that of the *9B* with the second eigenvalues): this shows 
the near optimality of HFC at the upper level. As for the 
patterns of *8A* and *7A*, it should be borne in mind that 
their different composition over time prevents interpreta-
tions. More interesting is the pattern of the fusion levels, 
say of *9B*, *8B*, and *7B*, given that on them depend the 
dendrograms’ cuts: it may be observed that in 1939-1942 
and 1982-86 *09B* is constantly lower than 0.7, thus, dur-
ing those periods the homogeneity is maximum and one 
may consider all chronologies forming a single group – or 
better a dipole in 1939-42, since Duna Feniglia behaviour 
is opposite to the others. *8B* is lower in 1939-49, 1981-91 
and occasionally in other dates: therefore, in these periods 
two groups are supposed to be a consistent classification, 
whereas in the rest three groups might be considered, giv-
en that four groups might result only in 1951 and 1962, 
the two dates in which *07B* is little higher than 0.7.

In Figure 8 the two Robinson-Foulds distances be-
tween each indicated date and the previous one are re-
ported: considering first the trees topology through the 
unweighted distance (in green in the figure), the pairs of 
adjacent identical topologies are frequent (30), but not 

continuous: only three adjacent dates result in 1954-56 
and 1983-85, four in 1972-75 and 1976-79, and six just in 
1992-1997. Other 27 pairs differ for one branch only: note 
in particular the period 1936-48 in which the topologies 
are either equal or have distance 1. Then, 8 have distance 
2 and 5 have 3, the maximum. Instead, the weighted dis-
tances are never zero, due to the varying branches length, 
and raise above 1 for 17 pairs of adjacent dates only. Com-
paring these patterns with the cut-points, we may notice 
that in periods 2, 3, and 6 only the weighed distance keeps 
constantly under 1: nevertheless, this does not mean a 
constant topology, as already underlined.

The patterns over time of the correlations of the five 
chronologies with both representative and differences 
chronologies of node *9* in each period (not shown) are 
nearly equal to those of the first two EPCA components, 
therefore no particular remark is needed. Of more interest 
is the graphic concerning the correlations with the rep-
resentative variable *8A*, shown in Figure 9, whose var-
iations are depicted by the node’s composition over time. 
There, in the first three time intervals from 1930 to 1946 
and the two from 1965 to 1987 all chronologies tend to be 
positively correlated with it – even if not always signifi-
cantly, but Duna Feniglia in the first and occasionally oth-
ers in the last ones. This would reflect a change of meaning 
of the second node, which in the first period isolates Duna 
Feniglia, that in the others keeps positively correlated with 
most chronologies. On the other hand, in the remaining 
intervals, the structure of correlation varies too much to 
be fully interpreted: it may be better understood by look-
ing at the variation of the dendrograms over time.

In Table 4, the topological structure of the dendrogram 
issued by EHFC of every window is shown in Newick for-
mat: each node is represented by a pair of parentheses, 
enclosing the pair of merged nodes. Thus, e.g. in window 
centred in 1930, the nodes (San Rossore, Duna Feniglia) 
and (Castelporziano, Circeo) are first created, then Cecina 
merges with the first, giving ((San Rossore, Duna Feniglia, 
Cecina), and eventually this merges with (Castelporziano, 
Circeo). Indeed, this topological notation does not show 
which pair has been created first: the incorporation of the 

Figure 8 - EHFC of the five chronologies of P. pinea performed on 
a 10-years mobile window: Robinson-Foulds distances of each 
dendrogram to the previous. In green: unweighted distance; in 
blue: weighted distance. The dashed vertical lines are the cut-
points of the sequence of first eigenvalues of EPCA.
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Figure 9 - The time series of the correlations of the five chrono-
logies of P. pinea with the representative variable of node *08* 
issued by their EHFC. These variables are issued by the HFCs 
performed on a 10-years mobile window.
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fusion level in the node description is of help in this re-
spect, but for simplicity we did not show it here. Looking 
at the table, one may observe that, from 1934 to 1942 (ex-
cept for 1935) the topology only slightly modifies, keeping 
constant the group (San Rossore, Castelporziano, Circeo), 
to which both Cecina and Duna Feniglia gather in dif-
ferent ways. From 1976 to 1981, two groups appear, (San 
Rossore, Duna Feniglia) and (Castelporziano, Circeo), with 
Cecina merging with either group. Eventually, from 1992 
to 1999 the two groups (San Rossore, Circeo, Cecina) and 
(Duna Feniglia, Castelporziano) appear rather stable.

Discussion
The results of the evolutionary analyses induce to re-

consider the outcomes proposed by Camiz et al. (2020). 
In fact, the new results show that the five chronologies 
proposed there are not so similar, despite of their close ge-
ographical proximity. Therefore, it is advisable to split the 
chronologies at hand in intervals and study them in detail.

Indeed, the group (San Rossore, Castelporziano, Cir-
ceo), encompassing the northernmost and southernmost 
sites, is not so stable over time as expected, since both 
evolutionary analyses show different relevant groupings 
within this same area, highly depending on the seven de-
tected time intervals (compare Figs. 4 and 5 with Tab. 4).  
During the first three, i.e., from 1930 to 1946, both groups 
(San Rossore, Castelporziano, Circeo) and (Cecina, Duna 
Feniglia) keep nearly constant. Therefore, it makes sense 
to run both static HFC and PCA limited to the interval 
1930-46: there the two groups appear homogeneous – 
both dendrogram fusion indexes being around 0.5 – and 
well distinguished, as it may be observed both in Figure 
10-left and in Figure 10-right, where their representative 
variables result nearly orthogonal and close to the first two 
principal components, respectively.

Between 1944 and 1964 the groups vary in number 
and composition, getting difficult any interpretation. In-
stead, in the intervals from 1965 to 1987 Duna Feniglia 
and Castelporziano show a similar pattern and all chro-

Table 4 - The topological structure of the 70 dendrograms built by the EHFC of the five chronologies in Newick format (Felsenstein 2021, 
Wikipedia contributors 2021). Each group within parentheses corresponds to a node, regardless of the fusion level and therefore of a 
tentative partition. The cut-points are indicated by the bold horizontal lines.

Year Topology
1930 ((Castelporziano,Circeo),(Cecina,(San Rossore,Duna Feniglia)))
1931 (Castelporziano,(Cecina,((San Rossore,Duna Feniglia),Circeo)))
1932 (Castelporziano,(Cecina,(Circeo,(San Rossore,Duna Feniglia))))
1933 (((San Rossore,Circeo),Castelporziano),(Cecina,Duna Feniglia))
1934 ((San Rossore,(Castelporziano,Circeo)),(Cecina,Duna Feniglia))
1935 ((San Rossore,Duna Feniglia),(Cecina,(Castelporziano,Circeo)))
1936 ((San Rossore,(Castelporziano,Circeo)),(Cecina,Duna Feniglia))
1937 ((San Rossore,(Castelporziano,Circeo)),(Cecina,Duna Feniglia))
1938 (((San Rossore,(Castelporziano,Circeo)),Cecina),Duna Feniglia)
1939 (((San Rossore,(Castelporziano,Circeo)),Duna Feniglia),Cecina)
1940 ((San Rossore,(Castelporziano,Circeo)),(Cecina,Duna Feniglia))
1941 ((San Rossore,(Castelporziano,Circeo)),(Cecina,Duna Feniglia))
1942 (((San Rossore,(Castelporziano,Circeo)),Cecina),Duna Feniglia)
1943 (((San Rossore,(Castelporziano,Circeo)),Cecina),Duna Feniglia)
1944 (((Castelporziano,(San Rossore,Circeo)),Cecina),Duna Feniglia)
1945 ((Castelporziano,(San Rossore,Circeo)),(Cecina,Duna Feniglia))
1946 ((San Rossore,Circeo),((Cecina,Duna Feniglia),Castelporziano))
1947 ((San Rossore,Circeo),(Cecina,(Duna Feniglia,Castelporziano)))
1948 ((San Rossore,Circeo),(Cecina,(Duna Feniglia,Castelporziano)))
1949 ((San Rossore,Circeo),(Duna Feniglia,(Cecina,Castelporziano)))
1950 (((San Rossore,Duna Feniglia),Circeo),(Cecina,Castelporziano))
1951 (((San Rossore,Duna Feniglia),Circeo),(Cecina,Castelporziano))
1952 (((San Rossore,Circeo),Duna Feniglia),(Cecina,Castelporziano))
1953 (((San Rossore,Circeo),Duna Feniglia),(Cecina,Castelporziano))
1954 ((San Rossore,Cecina),((Castelporziano,Circeo),Duna Feniglia))
1955 ((San Rossore,Cecina),((Castelporziano,Circeo),Duna Feniglia))
1956 ((San Rossore,Cecina),((Castelporziano,Circeo),Duna Feniglia))
1957 ((San Rossore,Duna Feniglia),((Cecina,Circeo),Castelporziano))
1958 (((San Rossore,Duna Feniglia),Castelporziano),(Cecina,Circeo))
1959 (((San Rossore,Duna Feniglia),Castelporziano),(Cecina,Circeo))
1960 ((San Rossore,Duna Feniglia),((Cecina,Circeo),Castelporziano))
1961 ((San Rossore,Duna Feniglia),((Cecina,Circeo),Castelporziano))
1962 (San Rossore,(Duna Feniglia,((Cecina,Circeo),Castelporziano)))
1963 (((San Rossore,Castelporziano),Duna Feniglia),(Cecina,Circeo))
1964 (((San Rossore,Castelporziano),Duna Feniglia),(Cecina,Circeo))

Year Topology
1965 ((((San Rossore,Castelporziano),Cecina),Circeo),Duna Feniglia)
1966 (((Castelporziano,(San Rossore,Cecina)),Circeo),Duna Feniglia)
1967 ((Castelporziano,(San Rossore,Cecina)),(Circeo,Duna Feniglia))
1968 ((Castelporziano,(San Rossore,Cecina)),(Duna Feniglia,Circeo))
1969 ((San Rossore,(Cecina,Castelporziano)),(Duna Feniglia,Circeo))
1970 ((San Rossore,Cecina),(Circeo,(Duna Feniglia,Castelporziano)))
1971 (San Rossore,(Cecina,((Duna Feniglia,Castelporziano),Circeo)))
1972 (San Rossore,((Cecina,Circeo),(Duna Feniglia,Castelporziano)))
1973 (San Rossore,((Cecina,Circeo),(Duna Feniglia,Castelporziano)))
1974 (San Rossore,((Cecina,Circeo),(Duna Feniglia,Castelporziano)))
1975 (San Rossore,((Cecina,Circeo),(Duna Feniglia,Castelporziano)))
1976 (((San Rossore,Duna Feniglia),Cecina),(Castelporziano,Circeo))
1977 (((San Rossore,Duna Feniglia),Cecina),(Castelporziano,Circeo))
1978 (((San Rossore,Duna Feniglia),Cecina),(Castelporziano,Circeo))
1979 (((San Rossore,Duna Feniglia),Cecina),(Castelporziano,Circeo))
1980 ((San Rossore,Duna Feniglia),(Cecina,(Castelporziano,Circeo)))
1981 ((San Rossore,Duna Feniglia),(Cecina,(Castelporziano,Circeo)))
1982 (Duna Feniglia,(Cecina,(San Rossore,(Castelporziano,Circeo))))
1983 ((San Rossore,(Cecina,(Castelporziano,Circeo))),Duna Feniglia)
1984 ((San Rossore,(Cecina,(Castelporziano,Circeo))),Duna Feniglia)
1985 ((San Rossore,(Cecina,(Castelporziano,Circeo))),Duna Feniglia)
1986 (San Rossore,((Cecina,(Castelporziano,Circeo)),Duna Feniglia))
1987 (San Rossore,((Cecina,(Castelporziano,Circeo)),Duna Feniglia))
1988 (San Rossore,(Cecina,(Duna Feniglia,(Castelporziano,Circeo))))
1989 ((San Rossore,Cecina),(Duna Feniglia,(Castelporziano,Circeo)))
1990 ((San Rossore,Cecina),(Circeo,(Duna Feniglia,Castelporziano)))
1991 ((San Rossore,Cecina),(Circeo,(Duna Feniglia,Castelporziano)))
1992 (((San Rossore,Circeo),Cecina),(Duna Feniglia,Castelporziano))
1993 (((San Rossore,Circeo),Cecina),(Duna Feniglia,Castelporziano))
1994 (((San Rossore,Circeo),Cecina),(Duna Feniglia,Castelporziano))
1995 ((Duna Feniglia,Castelporziano),(Cecina,(San Rossore,Circeo)))
1996 (((San Rossore,Circeo),Cecina),(Duna Feniglia,Castelporziano))
1997 (((San Rossore,Circeo),Cecina),(Duna Feniglia,Castelporziano))
1998 ((San Rossore,Circeo),(Cecina,(Duna Feniglia,Castelporziano)))
1999 ((San Rossore,Circeo),(Cecina,(Duna Feniglia,Caselporziano)))
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nologies are positively correlated with the first principal 
component, but episodically, so that that period may be 
studied in detail too. Indeed, based on the static analy-
ses of that period, in Figure 11-left they appear grouped 
together, while Cecina and Circeo are grouped, including 
San Rossore in the further node *08*, which is not strict-
ly unidimensional (fusion level 0.77). This may appear 
strange, and in fact in Figure 11-right Cecina and Circeo 
appear opposed, meaning that the node *07* is a dipole, 
i.e., the chronologies are negatively correlated. Anyway, 
the representative variables of the two nodes *06* and 
*08* are nearly orthogonal and oriented toward the first 
two principal components, respectively. Nevertheless, it 
must be observed that correlations in this period are low-
er than those in the interval 1930-46, a sign of instability.

Eventually, in the last interval, both (San Rossore, Ceci-
na) and (Duna Feniglia, Castelporziano) remain nearly 
constant, while Circeo alternatively associated with either 
of them. Summarizing, the present studies confirm the 
transformation of the relations between the chronologies 
at hand over time, with only short periods of stability.  

According to this complicated pattern, it is difficult to 
ascertain a common causalism. While the special behav-
iour of Duna Feniglia was attributed to its particular loca-

tion – on a narrow sandy strip of dunes separating the sea 
from a lagoon, thus affected by salty water and exposed 
to both sides dominating winds (Camiz et al. 2020) – the 
three-chronologies group found there appears evident 
only during the first few years of the series and the newly 
found groups may be understood considering their ge-
ographical proximity, due to some common influencing 
factor, albeit limited in time.

Conclusion
The evolutionary study carried out on the five chronol-

ogies of P. pinea showed substantial differences over time 
of their correlation structure, hence suggested to study in 
detail some time sub-intervals. The two periods studied in 
detail – 1930-1946 and 1965-1987 – showed relevant dif-
ferences, in particular concerning the more homogeneous 
structure of the earlier period and the different resulting 
groups of chronologies.

While the pattern of growth of P. pinea populations 
might be attributed to climate (Piraino et al. 2013), the 
chaotic behaviour of the five chronologies, described by 
Camiz et al. (2020), focuses on environmental changes at 
local level. Indeed, the results of the evolutionary analyses, 
show the consistence of such idea, giving way to a joint 
study of chronologies with meteorological and other local 
time series.

The investigation of the possible environmental deter-
minants needs a causal insight, i.e., the study of the climat-
ic conditions of the different sites at the time scale of few 
years. In Piraino et al. (2013) the response of P. pinea tree 
rings growth to climate has been addressed, finding rela-
tions with temperatures and humidity. Therefore, results 
similar to those proposed here might be expected by ap-
plying evolutionary exploratory methods to environmen-
tal local factors, such as meteorology, soil, edaphic con-
ditions, diseases, and human impact, to reveal the sites’ 
variations over time. Then, a comparison between the two 
sets of data, the chronologies, and the environmental de-
terminants, seems necessary. For this task, other analysis 
methods are needed, exploring changes in the multivariate 
response: for this reason it has not been carried out here. 
Indeed, such study might take advantage from a deeper 
insight of the chronologies obtained from the methods 
proposed in this paper.
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Figure 10 - HFC and PCA of the 5 chronologies of P. pinea, limited 
to the time interval 1930-46. Left: the dendrogram issued by the 
hierarchical factor classification. Right: the chronologies (in blue) 
and the representative variables of the first node and of those of 
the merging ones (in red) on the circle of correlations on the first 
factorial plane of PCA.

Figure 11 - HFC and PCA of the 5 chronologies of P. pinea, limited 
to the time interval 1965-87. Left: the dendrogram issued by the 
hierarchical factor classification. Right: the chronologies (in blue) 
and the representative variables of the first node and of those of 
the merging ones (in red) on the circle of correlations on the first 
factorial plane of PCA.
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